
● Inference & optimization
○ Beam search instead of MCMC to avoid variances
○ To solve a hard search problem

■ Stabilized auto-encoding (AE)
■ Structure tweak (ST)

○ Coordinate descent by REINFORCEs with replays
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NGM Framework Experiment Results

● Seq2Seq models

● Probabilistic Knowledge storage

● Programs
● Hippocampus and neocortex are 

complementary systems -- rapid storage 
of experience vs gradually build semantic 
representations from accumulated data.

● Episodic memory can store and retrieve 
events through autoassociation -- 
completing memory from partial cues, 
which enables efficient storage & retrieval.

● The recurrent structure in CA3 collateral 
system allows the generation process to 
be informed by external input to provide a 
fuller and more coherent version.

● Sharp-wave ripple (SWR) during sleep 
replays earlier experiences at x10 speed 
with goal-dependent weightings, and 
trains the neocortex.

End-to-end QA Models
● With vector space semantic representations the inference time 

is linear to text size. E.g., MemN2N (Sukhbaatar+ 2015)
 ● Constant inference time

● Example solution

● Auto-encoding and structural tweaking 
help to learn good representations.

si-1 for co-references

ZN(x): all tuples of length N which 
only consist of words from x

● Extractive bAbI tasks

Scalability & Intelligence
● "Methods that scale with computation are the future of 

AI” -- Richard Sutton, 2017
● Hippocampus studies (Wickman 2012; Bartol+ 2015) 

suggests that human memory capacity may be 
somewhere between 10 terabytes and 100 terabytes. 

● Modern search engines (Brin & Page 1998) respond 
to users' requests within fraction of a second from large 
data,  but are weak at understanding and reasoning.

(Rolls 2016)

Hippocampal Circuitry


