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NGM Framework

Inference
● Beam search instead of MCMC to 

avoid huge variances 
● To solve a hard search problem:

○ Stabilized auto-encoding (AE)
○ Structure tweak (ST)

Experiment Results

● Seq2Seq models
○ Knowledge encoder

○ Knowledge decoder

○ Programmer

● Probabilistic Knowledge storage

● Programs

LATENT

LATENT

Optimization
● Coordinate descent by REINFORCEs

How should information be organized?
● Task-oriented and life-long learning
● Support fast retrieval and reasoning

Question answering as a test bed
● End-to-end
● Scalable
 

● Constant inference time

● Example solution

● Auto-encoding and structural tweaking 
help to learn good representations

si-1 for co-references

Γ  for code assist

ZN(x): all tuples of length N which 
only consist of words from x

● Extractive bAbI tasks


