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Abstract. The rapid growth of research in biology, and the increasing
degree to which different subareas of biology are connected, make it
difficult to monitor the published literature effectively. To address this
problem, we develop a reading recommendation system that requires no
other input from users except their reading or citation history. This frees
the users from the problem of expressing their information need using
query languages. We use a graph representation for publication databases
with rich metadata. With this representation, a path constrained random
walk (PCRW) model is trained to discover effective recommendation
strategies represented as edge paths on the graph. Experiments on
both citation-based and history-based reading recommendation tasks
show that by leveraging rich context information the PCRW-based
approach outperforms random walk with restart based approaches as
well as traditional content-based and collaborative filtering approaches.
An online recommendation system for Saccharomyces Genome Database
is available at http://hops.ml.cmu.edu:8080/strutsnies.
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1 Introduction

Working scientists rely heavily on rapid access to relevant recent research results.
However, the rapid growth of research in biology, and the increasing degree to
which different subareas of biology are connected, make it difficult to monitor
the published literature effectively. From a practical point of view, there can be
a very high cost of not being aware of relevant research methods and results,
since weeks or months can be spent duplicating effort or pursuing approaches
that are ultimately unproductive.

The primary mechanisms used to address this problem are information
retrieval, generally coupled with detailed annotation of the research literature.
Over time great strides have been made in information retrieval for biomedical
applications, and also in automated methods for annotating biomedical
documents (e.g., with predefined topics, or gene-protein entities). However,
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information retrieval still requires a user to accurately formulate his or her
“information need” as a search query, or series of search queries. This process is
often straightforward, but can be difficult when the actual “information need”
is a high-level one, for instance, “which papers are most important for me
to stay current in my research area?” or “which papers are most relevant to
the document (e.g., paper or grant proposal) that I am currently writing?”
This problem is more acute when the underlining literature database has rich
annotation, because structured queries need to be designed by domain experts
in order to leverage the structured information.

An alternative approach to accessing the scientific literature is to formulate
it as a recommendation task. The goal of a recommender system is to generate
meaningful recommendations to a collection of users for items or products
that might interest them [16, 1]. Recommendation systems are widely used for
recommending potential purchases to consumers, and recommendation is a very
well-studied problem in machine learning (with the NetFlix Challenge being
only one of several widely-used benchmark problems). One interesting case
is when recommendations are based on implicit feedback, e.g. past purchases
history of the user. It completely frees users from the need of formulating search
queries. The most commonly used algorithm is called the k-nearest neighborhood
approach [20, 12, 22], in which an end user is first matched to others who have
similar preference history, and some combination of their preferences is used
to predict the future preference of this user. These systems are also called
collaborative filtering systems. However, many existing recommendation methods
are ill-suited to the task of recommendation of scientific papers, which include
rich metadata. Effective recommendation of scientific papers also relies relating
the paper’s content and metadata to biological background knowledge, such as
the relationships known to hold among genes mentioned in the paper (and its
metadata) and genes of interest to the end user.

More recently, retrieval systems have been developed using graph based data
representations, which can potentially leverage the rich metadata associated with
scientific publications [6, 7, 2, 17, 26]. In this framework, a corpus, its associated
metadata, and relationships between entities associated with the corpus are
encoded as a (very large) graph. Retrieval tasks can be formulated as typed
proximity queries in the graph, in which the user provides as input a set of
query nodes and the type of the answer nodes, and receives as output a list
of nodes of the desired answer type, ordered by proximity to the query nodes.
For instance, traditional keyword-based ranked retrieval of documents can be
formulated as a proximity query where the query nodes are term nodes, and the
answer type is “document”. In general, the appropriate notion of “proximity”
may be task- or user-specific, and hence must be learned or engineered; however,
there are also general-purpose graph proximity measures such as random walk
with restart (RWR) (also called personalized PageRank [23]) which are fairly
successful for many types of tasks. Additionally, several learning methods have
been developed for tuning this proximity measure to a particular set of tasks [9,
8, 24].
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In addition to supporting retrieval operations, the graph for a corpus also
includes entities that correspond to the authors of a paper. This suggests a new
type of proximity query, in which recommendation is performed: here the query
node is an author A, and the desired answer nodes are items that should be
recommended to that author. In this paper, we formulate two recommendation
tasks depending on the availability of data. In one, called history-based reading
recommendation, we assume that we have access to past reading behavior of an
end user up to time T , as well as a graph representing the corpus up to time T .
From this history, we learn a proximity model based on the past reading behavior.
When new publications (and their metadata) are added to the graph, the learned
proximity measure can be used to recommend new papers to read—i.e., the
system addresses the information need “which papers are most important for
me (the end user) to read?” In the second task, which is called citation-based
reading recommendation, we only assume the publication history of an user. This
setting is potentially useful for new users which we do not have access to their
reading history.

Although our system assumes that users’ past reading or citation histories
are accessible, our system requires no other user input: it is not necessary
to formulate an information need as a query. Importantly, the system learns
models which are both personal (i.e., which use individual reading or citation
history) and collaborative (i.e. trained from multiple users). We construct a
graph representing Saccharomyces related publications with rich metadata from
the Saccharomyces Genome Database(SGD), PubMed database, and the Gene
Ontology (GO) database. Recommendation models are trained from either
reading or citation histories from biologists. Then, as new publications come
in, they can be selectively recommended to each user, based on his/her own
behavior history. Not only users need not to formulate any search query, but the
more they use the system, the better their information need can be modeled.

Technically, our system is based on the path constrained random walk
(PCRW) model recently developed by Lao and Cohen [15]. This learning
methods uses a richer “feature set” than other random walk based models.
A proximity measure is defined by a weighted combination of simple “path
experts”, each of which corresponds to a particular labeled path through the
graph. This kind of models can find useful paths on heterogenous graphs
for accurate citation recommendation. Experiment has shown that this new
learning method outperforms RWR-based models on several retrieval and
recommendation tasks [15]. In this work, we extended the PCRW-based approach
to include L1-regularizer on the parameters, which can help selecting features,
and further improve the recommendation quality.

Our experiments on both tasks show that by leveraging rich context
information the PCRW-based approach outperforms RWR-based approaches as
well as traditional collaborative filtering and content-based approaches.
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1.1 Related Work

Several other recommendation tasks for scientists have been considered
previously. For instance, Basu et al. [5] recommend paper submissions to
reviewers based on textual similarity between paper abstracts and reviewer
profiles which are extracted from the Web. See [25] for a survey of systems
recommending papers to reviewers. Arnold and Cohen [3] use proximity
queries on co-authorship graph (including document-level metadata on entities
associated with publications) to find “nearby” gene-protein entities, and showed
that this nearby entities predicted new gene-protein entities that an author would
publish papers about in the near future. He et al. [11] develope a non-parametric
probabilistic model to measure the relevance of a document to a citation context.
Recommendations are suggested to slots in a manuscript, where citations are
needed. Our work is different by focusing on reading recommendation tasks,
which requires no other input from users except their reading or citation history.

In the remainder of the paper, we first describe the tasks and the datasets
to be used in our experiments in more details. We next briefly review the
content-based and community-based recommendations approaches and path
ranking algorithm by Lao and Cohen[15]. We then describe the experimental
results comparing random walk based methods to traditional recommendation
approaches and conclude.

2 Datasets and Tasks

We will introduce in this section the yeast publication datasets which have rich
metadata, and describe two recommendation tasks based on users’ citation and
reading behaviors.

2.1 Datasets
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Fig. 1. Schema of yeast data with 0.21 billion nodes and 2.8 billion edges. Number of
entities and edges of different types are indicated in the boxes and on the links.

Figure 1 shows the schema of the yeast corpus. Saccharomyces Genome
Database (SGD)1 is a database of various types of information concerning the

1 www.yeastgenome.org
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yeast organism Saccharomyces cerevisiae, including about 50K papers. Each
paper is annotated with the genes and chemicals it mentions, and the MeSH2

descriptors and qualifiers it is tagged with. We also extract gene-gene relations
from Gene Ontology (GO)3, which is a large ontology describing the properties of
and relationships between various biological entities across numerous organisms.
Paper content and metadata information are crawled from two resources:
PubMed4 is a free on-line archive of over 18 million biological abstracts for papers
published since 1948; PubMed Central (PMC)5 contains full-text and references
to over one million of these papers.

2.2 Citation-based Reading Recommendation

We define citation-based reading recommendation as given the publication history
of a user recommending new publications which might interest this user. In order
to train path constrained model in a supervised manner, here we describe how
to generate training data automatically from an existing publication database.

For each user in a publication database, we assume the knowledge of all the
papers that he/she has published. From here on, we use the term user and author
interchangeably. We also assume that each citation in a user’s paper is somewhat
related to his/her research interest. Therefore, predicting whether a paper is
going to be cited by a particular user is approximately predicting whether the
user is interested in this paper. We would like to analyze the importance of
users’ behavior information to the recommendation tasks, so we only consider
users who are recorded to publish more than M papers in the database, and
ignore the rest who have few publications. This filtering process has the extra
benefit of reducing the amount of training data and speeding up the training
process.

For each year and each user, our task is to predict which papers of that year
are going to be cited by the user. Each of the year-author pairs with non-empty
citations is used to generate a query, and the set of papers actually cited are
treated as the relevant targets. The papers written by the author him/herself are
not included. We use these cited papers of a user to approximate his/her reading
history, and we augment the graphs with one extra relation Read, which links a
user to all the papers he/she has ever cited. We assume that the users always
read a paper, if ever, the year after it was published. This way of generating
training data is suitable for learning models which are good at suggesting the
most recent publications to the users.

We set M = 100, and 1143 queries are generated. We randomly reserve 1/3
of the queries for testing purpose, and use the rest for parameter tuning (5-fold
cross validations) and training. As a practical concern, we need to prevent the
system from using information obtained later than a query when random walking

2 http://www.nlm.nih.gov/mesh/introduction.html
3 www.geneontology.org
4 www.ncbi.nlm.nih.gov/pubmed
5 www.ncbi.nlm.nih.gov/pmc
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for that query. Therefore, we define a time variant graph in which each edge in
the graph is tagged with a time tag (the year in which this edge is added to the
graph). When random walk is performed for a particular query, we only consider
edges that are earlier than the query’s year.

2.3 History-based Reading Recommendation

In the case where users’ reading activities are accessible we define the following
history-based reading recommendation task—given the papers read by a user for
the past years, recommending new publications which might interest this user.

In this study a biologist (Dr. W) whose major research interest is
Saccharomyces volunteered to provide his reading information. We collect all
the papers Dr. W has read during 1988-2008 (the data were collected during
2009). We have found 364 papers from his computer, and 265 of which can be
matched in the yeast dataset. Since Dr. W cannot remember exactly in which
year he read each of the papers, we assume that he read each paper the following
year after its publication. This way of generating training data is suitable for
learning models which are good at suggesting the most recent publications to the
users. The yeast graph is augmented with two extra relations. One is the relation
Read, which links a user (Dr. W) to all the papers he has read in the past (265
papers). Another, with some notation overloading, is the Read relation, which
links each year to the set of papers read by the scientist at that year. Dr. W is
recorded to have published 56 papers in the yeast database.

Our task is to predict for each year, which papers Dr. W actually read based
on the papers he had read before that year. A query consisting of the user
node (corresponding to Dr. W) and the year node is generated for each year,
and its relevant target nodes are the papers which are actually read by Dr. W
in that year. Therefore, we have 21 labeled queries. We tune parameters with
leave-one-out cross validations on all 21 queries. We further evaluate the final
model (trained on all queries) by Dr. W’s judgement of recommended papers for
him to read in 2009.

3 Approach

In this section, we summarizes the PCRW-based model, which is called Path
Ranking Algorithm (PRA) by Lao and Cohen[15]. In order to compare the
effectiveness of this random walk model to existing approaches, we first
describe two commonly used recommendation approaches– content-based and
community-based recommendations.

3.1 Content-based Recommendation

Recommendation systems are usually classified into content-based and
community-based approaches [1]. Both of them have proved to be useful under
different settings. The content-based recommendation approaches [4, 19, 14, 18]
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are rooted in information retrieval settings, where descriptive features can be
extracted from the items, but no rating information from users other than the
current one is needed. The users are recommended with items similar to the ones
the user preferred in the past.

More formally, each item i is represented by an item profile Item(i), which
is a vector of features. In our case of publication recommendation, each item is
an paper, and each feature is a piece of metadata information such as author,
venue, topic category, title word, gene, chemical substance, etc. One of the best
known weighting scheme for the features is the TF-IDF measure, in which the
weight of the j-th feature to the k-th item is defined as

wk,j = TFk,j ∗ IDFj =
fk,j

maxz fk,z
∗ log

N

nj
, (1)

where fk,j is the number of times feature j appears in item k, N is the total
number of items, and the j-th feature appears in nj of them. Similarly, each user
u is represented by a user profile User(u), which is usually the average profile [4,
14] of all the items user u have liked. In our case of publication recommendation,
it is the set of all papers that a user have read in the past. Finally, the utility
of item i to user u is estimated by the similarity between their profile vectors,
often measured by cosine function:

U(u, i) = cos(User(u), Item(i)). (2)

3.2 Community-based Recommendation

The community-based recommendation approaches (also called collaborative
filtering) [21, 10, 13, 20, 12, 22] predict the utility of items for a particular user
based on the items previously rated by a sub-community, and no content
information is assumed. The users are recommended by items that people with
similar tastes and preferences liked in the past.

More formally, the unknown rating ru,i for user u and item i is usually
computed as an aggregation of the ratings of some other (usually, the K most
similar) users for the same item i:

Rate(u, i) = aggru′∈N(u,K)Rate(u
′, i),

where N(u,K) is the set of K users that are the most similar to user u (and who
have rated item i). In the simplest case, the aggregation can be the average:

Rate(u, i) =
1

K

∑
u′∈N(u,K)

Rate(u′, i).

However, the most common approach is a weighted sum:

Rate(u, i) =
1

Z

∑
u′∈N(u,K)

Sim(u, u′)Rate(u′, i), (3)

where Sim(u, u′) is a similarity measure between user u and u′, and Z is
a normalization constant

∑
u′∈N(u,K) Sim(u, u′). In our case of publication
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recommendation, we can only observe if a user read a document or not, instead of
rating scores. Therefore, we choose the cosine-based approach when calculating
the similarities between users:

Sim(u, u′) = cos(fu, fu′), (4)

where fu is a binary vector indicating whether or not user u has read each of all
the documents.

Furthermore, the content-based model’s prediction for the current user can
be combined with the prediction to its neighbors. We use a parameter α to
control their relative importance, and the final scoring function has the form

Rate(u, i) = αU(u, i) +
1

Z

∑
u′∈N(u,K)

Sim(u, u′)U(u′, i). (5)

3.3 Path Ranking Algorithm

Path Ranking Algorithm (PRA) introduced by Lao and Cohen [15] addresses
classification and retrieval tasks using learned combinations of labeled paths
through a graph. PRA treats a data base as a typed graph, with nodes
representing documents, users, words, genes, etc., and edges representing
relations among them. It learns to rank target nodes t relative to a query node
s. It uses random walk probabilities following different edge type sequences as
features to summarize the relation between query and target nodes.

Following Lao and Cohen, we defined a relation path π as a sequence of
relations R1 . . . R`. In order to emphasize the types associated with each step,

π can also be written as T0
R1−−→ . . .

R`−−→ T`, where Ti = range(Ri) =
domain(Ri+1), and we also define domain(P ) ≡ T0, range(P ) ≡ T`. In
this notation, the concept of “papers published in certain years” and “papers
popularly cited in certain years” can be compactly expressed as the following
two relation paths:

P1 : year
PublishedIn−1

−−−−−−−−−−→ paper

P2 : year
PublishedIn−1

−−−−−−−−−−→ paper
Cite−−−→ paper

This notation makes it clear that the range of each relation path is paper, the
desired type for our recommendation task. We use −1 to denote the inverse of
a relation. For example, if paper a has relation PublishedIn with year y, then
year y has relation PublishedIn−1 with paper a.

Given a set of paths {π1, . . . , πm}, one could treat P (s → t;πi), the
probability of reaching target node t starting from source node s and following
path πi as a relational feature for t. The following function gives a scoring of
target nodes related to the query node s

score(s, t) =
∑
π∈P`

P (s→ t;π)θπ, (6)
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where P` is the set of relation paths with length ≤ `, and θπ are appropriate
weights for the features.

Given a relationR and a set of node pairs {(si, ti)} for which we know whether
R(si, ti) is true or not, we can construct a training dataset D = {(xi, yi)},
where xi is a vector of all the path features for the pair (si, ti)—i.e., the j-th
component of xi is P (si → ti;πj), and yi is a boolean variable indicating whether
R(si, ti) is true. The parameters θ can be estimated by a regularized logistic
regression model. A biased sampling procedure selects only a small subset of
negative samples as part of the training dataset (see [15] for detail).

4 Experiment

We report empirical results of comparing PRA with unsupervised random walk
with restart model (RWR no training), and its supervised version (RWR). We use
standard retrieval quality metrics like Mean Reciprocal Rank (MRR6) and Mean
Average Precision (MAP7) to evaluate different models. While MRR focuses on
top part of the result list, MAP evaluates the overall quality of the result list,
or how easy it is to find all the relevant documents.

All experiments were run on a machine with 16 core Intel Xeon 2.33GHz
CPU and 24Gb of memory. For parameter estimation of supervised RWR model,
we use the same log-likelihood objective function and L-BFGS optimization
procedure as for PRA. For community-based recommendation approach, we
briefly tune both K and α on the training set.

4.1 Citation-based Reading Recommendation

Figure 2 shows the effects of `2- and `1-regularization to recommendation quality
measured by MRR on the tuning query set. More complex models (L = 3, 4)
have better recommendation accuracies. `2 regularizer is very important for
preventing over fitting, and `1 regularizer can slightly improve recommendation
quality. Though not shown in Figure 2, `1 regularizer can significantly reduce
the number of features with non-zero weights. We report results for models up
to maximum path length L = 4, because the random walk features of length 5
cannot be fit into memory.

Table 1 shows highest and lowest weighted features for the trained model
of L=3. All the high positive weight features are related to the user’s reading
or publication history. Most of these features correspond to content-based
recommendation strategies (feature 1, 3, 4, 6, and 7)—first find papers read
by the current user before, then find similar paper through shared contents
like authors, genes, chemicals, MeSH descriptors, or title words. Interestingly,

6 MRR is defined as the inverse rank of the highest ranked relevant document in a set
of results. If the the first returned document is relevant, than MRR is 1.0, otherwise,
it is smaller than 1.0.

7 MAP is defined as the average precisions at the position of each relevant documents
in a sorted result list.
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feature 2 takes a collaborative filtering approach—first find other users with
similar reading history, and then find what they publish in the current year.

All the high negative weight features (9-14) are independent of the user’s
behaviors but related to the recency of a paper’s topics, authors, mentioned
genes or chemicals. Take feature 13 as an example, if an paper p of the current
year is written by an author who has published no paper in the past years, then
a random walker starting from p and following the path

paper
Write−1

−−−−−−→ author
Write−−−−→ paper

is very likely to return to paper p therefore receive a relatively big negative
weight. However, if the author has published many papers in the past years, the
walker is very likely to end up in a paper in the past years, thus the paper would
only receive a small negative weight in PRA scoring function.
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Fig. 2. Tuning `2-regularizer parameter β (left) and `1-regularizer parameter λ (right)
for the citation-based reading recommendation on the yeast dataset. L is the maximum
length of PRA paths.
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Figure 3 shows final evaluation results on the test queries. The
community-based approach is significantly better than the content-based
approach, but close to the untrained RWR model. The trained RWR model
performs better than the untrained version, but only to certain extend.
More complex versions (L=3 and 4) of PCRW-based models are significantly
more accurate than RWR-based approaches and traditional recommendation
approaches.

4.2 History-based Reading Recommendation

Figure 4 shows the effect of `2- and `1-regularization to recommendation quality
measured by MRR on the tuning query set. Although `2 regularizer is very
important for preventing over fitting, `1 is less useful in this task. We can see
that if `2 regularizer is too small or too big MRR is significantly lower. This
indicates that with very small number of training queries (21 for this task) the
model can easily overfit or under fit.

Table 2 shows top weighted features for models of different complexities.
For the simplest type of model (L=2), only one feature (beside the bias term)
has non-zero weight. It leverages the user’s reading behaviors in the past.
More complex models (L=4 and 5) are able to differentiate the user’s reading
information one, two, and three years back through the following paths

author
Read−−−→ paper

year
After−−−−→ year

Read−−−→ paper

year
After−−−−→ year

After−−−−→ year
Read−−−→ paper

Figure 5 shows the final evaluation results. The community-based approach is
significantly better than the content-based approach, but close to the untrained
RWR model. Again the trained RWR model performs better than the untrained
version but only to certain extend, and more complex versions (L=4 and
5) of PCRW-based models are significantly more accurate than RWR-based
approaches and traditional recommendation approaches. However, it would be
an interesting future work to apply efficient path finding and feature selection
techniques to explore features which correspond to longer paths.

We further apply the PRA model trained on all the queries to predict which
papers Dr. W would like to read for 2009. For each query, results with negative
scores (the bias feature is ignored) are removed, because they are even less
relevant judged by our model than most documents in the database which are
not retrieved. We consider it meaningless to show these results to the user. We
show top 50 results from 2009 to Dr. W, and Dr. W labels for each of them
whether it is relevant to his research interest. The accuracy judged by Dr. W is
p@50=0.82, which is reasonably high for such kind of recommendation task.
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5 Discussion

In this study, we use a graph representation for publication databases with rich
metadata. With this representation, a path constrained random walk (PCRW)
model is trained to discover effective recommendation strategies represented as
edge paths on the graph. Experiments on both citation-based and history-based
reading recommendation tasks show that by leveraging rich context information
the PCRW-based approach outperforms RWR-based approach as well as
traditional content-based and collaborative filtering approaches. We also
extended the PCRW-based approach to include `1-regularizer on the parameters,
which is shown in our experiment to further improve the recommendation
quality.

We are aiming at releasing this system as an online service, so that biologists
of certain domains can use it during their daily research work. By having more
users interact with the system, we can also acquire more training data for
developing better recommendation systems.

In the future, it would be interesting to apply efficient path finding and
feature selection techniques to explore features which correspond to longer paths.
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